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Abstract: 

Extreme Learning Machine (ELM) has become popular for 

solving classification problem due to its fast speed. However, 

the system of ELM may be unreliable since its performance 

often relies on random input hidden node parameters. The 

techniques of combining multiple classifiers are widely adopted 

to improve both reliability and accuracy of a single classi­

fier. Thus, this paper presents a minimum square error (MSE) 

based weighted voting method to optimize the linear combi­

nation of multiple ELMs. The experimental results over ten 

VCI data sets show better classification performance than the 

original ELM and the voting based ELM classifiers. 
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1. Introduction 

Extreme Learning machine (ELM) is an extened ap­
proach derived from single-hidden layer feedforward networks 
(SLFNs). Different from neural networks (NNs) [3], which cost 
high computational complexity, ELM develops a least-square 
method to obtain the approximately optimized weights for each 
activation function of SLFNs. Thus, the process for tuning the 
hidden layer parameters of SLFNs is avoided which extremely 
enhance the speed of the learning. However, Cao et al. [2] 
pointed out that since the input hidden node parameters are ran­
domly generated, it is easy to misclassify some patterns that are 
close to the boundary. 

The idea of ensemble method is to combine multiple classi­
fiers based on different training patterns or features. Typically, 
the classification performance of combined classifier is better 
than each of the base classifiers. Many successful applications 
can be found in various fields, such as bioinformatics [10] and 
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image retrieval [12] . In some ensemble techniques, the linear 
combination of classifiers often adopts weighted voting method 
instead of simple voting. 

Recently, Cao et al. [2] design a voting based ELM (V-ELM) 
by employing ELM as base classifier under the framework of 
majority voting scheme. However, they simply incorporate the 
classifiers without considering the different performances of 
each single one. To tackle this issue, a common technique is 
to evaluate the confidence degree of each component classifier, 
which can be considered as weighted voting method. 

In this paper, we adopt the minimum square error (MSE) 
based weight optimization approach to obtain better perfor­
mance than basic ELM and V-ELM. Section 2 briefly intro­
duces the principal theory of ELM. Section 3 presents the vot­
ing based ELM and the proposed weighted voting based ELM. 
The experimental results are shown in Section 4. Finally, Sec­
tion 5 gives a conclusion. 

2. Preliminary 

Many related ensemble works have been devoted to the de­
velopment of ELM. In [7] , Liang et al. study an online se­
quential ELM (OS-ELM), which shows better generalization 
behavior than the other sequential algorithms. Then in [6], Lan 
et al. extend OS-ELM to an ensemble version and improve the 
stability performance of the OS-ELM as well. In [8] , Liu et al. 
point out that ELM might be prone to overfit since it approxi­
mates the training data excessively. To alleviate this problem, 
they present an ensemble based ELM (EN-ELM) and embed­
ded the cross-validation into the training process. The V-ELM 
algorithm [2] is designed to alleviate the uncertainty of the pat­
terns that are close to the classification boundary. 

For a classification problem, we typically have a training 
dataset with patterns in a d dimensional space, and each pat­
tern belong to one of the m classes. In this paper, let the 
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dataset denoted as Zn = (xn, Yn), n = 1,2, ... , N, where 
Xn E Rd, Yn E Rm

. In neural network field, the task for su­
pervise learning is transformed to minimize a regression cost 
function II Y - Y II , where Y = (Y1,Y2, ... ,YN) is the tar­
get output matrix, and Y = (ih, fh . . .  , fiN) is the output of 
network with L hidden nodes: 

L 

linear combination of these T base classifiers can be written as 
follows: 

(3) 

Where 'T denotes the transpose and f(j)(xn) 
Uij)(xn), ... ,tfJ)(xn))T. a(j)T = (a�j), . . .  ,a¥ ) )Trepre­
sents the weight vector of the linear combination which is in­
dependent to the class label j. It should be noted that the a(j) 

Yn L f3ig( Wi . Xn + bi) (1) vector in our work requires that 'Li'=1 a�j) = 1 and a�j) ;:::: O. 
i=1 

Where Wi E Rd and bi E R (i = 1,2, ... , L) are the weight 
vector and threshold of the ith hidden node. f3i is the weight 
vector connecting the ith hidden node and the output nodes, and 
g( Wi 'Xn +bi) is the activation function of additive nodes. Two 
types of activation functions: Radial basis function (RBF) and 
Sigmoid functions are utilized in this paper, and they are de­
fined as RBF function: g(wi,xn+bi) = exp(-billxn-wiI 12) 
and Sigmoid function: g(Wi . Xn + bi) = 1/(1 + exp( -(Wi' 
Xn + bi))). 

Equivalently, a compact format of Eq. (1) can be written as 
Hf3 = Y, where Hni = g( Wi 'Xn +bi) denotes the hidden layer 
output matrix, and 13 = (131, 132, ... , 13 L ) ' The unique minimum 
norm least squares solution of the above linear system is 

13 (2) 

Where Ht is the Moore-Penrose generalized inverse [9] of 
output matrix H. Theoretically, Huang et al. [5] proposed the 
interpolation theorem and proved that the hidden layer param­
eters can be randomly generated if the activation function 9 is 
infinitely differentiable in any interval. Furthermore, they also 
showed the universal approximation theorem [4] and proved 
that SLFNs with randomly generated additive or RBF nodes 
can universally approximate any continuous target functions 
over any compact subset X E Rd. 

3. MSE Based Weighted Voting ELM 

Though there are many different methods to calculate the im­
portance of each classifier, they usually require some time on 
learning the optimized weight vector, such as cross-validation. 
The simple MSE approach needs much less time to calculate 
the linear weights for base classifiers. 

Suppose that we have T base ELM classifiers, which are 
trained with different randomly generated hidden node param­

eters. Let iF) (Xn) represents the confidence degree of Xn be­
longing to the jth class decided by the tth ELM. The weighted 

Thus, to decide the class label of a testing example xp in 
the voting system, the decision strategy is given by the rule 
(4). Further, the V-ELM algorithm can also be considered as a 
special case of the weighted majority voting scheme with equal 
weights for each classifier, that is, a(j) = (�, ... , � )T. 

Decide YP E Cj if j(j) ( ) - j(k) ( ) l com Xp - max com Xp k (4) 

Since the training error of each individual classifier is ob­
tained, the problem is then transformed to how to pick the ap­
propriate weights so that the additive error of the ensemble is 
minimal? The simple MSE method [1, 11] is a classical optimal 
weighting approach used for linear combination of multiple 
classifiers. According to the Eq. (3), the weighted voting based 
algorithm to solve the classification issue can be changed as 
selecting optimal a(j) that can minimize the least square error 

II fcom(x) - Y 112, wherefcom(x) = U��/n(x), ... , i�:;'J.(x)) 
N 

a(j) argmin{LU��;',(Xn) -Ynj)2} aU) n=1 
N 

arg�(��{L(a(j)Tf(j)(xn) -Ynj)2} (5) 
n=1 

N N 
(Ltcj) (Xn)f(j) (xn)T)-1 LYn:/(j)(Xn) 
n=1 n=1 

In the above equation, ( -) -1 denotes the inverse of the corre­
sponding matrix. In practice, the estimated a(j) can hardly 

satisfy the condition 'Li'=1 a�j) = 1 and a�j) ;:::: O. Then 
we normalized their values into a range [0,1] by the following 
equation: 

max (a�j)) - min (a�j)) qE{1, ... ,T} qE{1, ... ,T} 
(6) 

Thus, a MSE based weighted majority voting method, called 
WV-ELM, can be summarized as Algorithm 1. 
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Algorithm 1: WV-ELM 

Input: Given a training set 
Z = {(xn,Yn) I Xn E Rd,Yn E Rm};;=l' hidden 
node output function g( Wi . xn + bi), hidden node 
number L, learning iteration T. 

Initialization: t = 1 
while t:::::: T do 

1. Randomly generate the learning parameters (wf, bD 
(i = 1,2, ... , L) of the tth ELM. 
2. Calculate the hidden layer output matrix Ht 
3. Calculate the output weight f3t : f3t = (Ht)ty, 
where Y is the target output matrix. 
4. t = t + 1. 

5. Calculate the a U) of each class j, j = 1, ... , m 

according to Eq. (6). 
6. Normalization: aU) = aU) / "LT=l aU). 
Output: Final class label YP obtained by weighted 

majority voting for a testing instance xp: 
YP = arg max a(k)Tj(k) (xn) 

k 

4. Simulation 

Table 1. Datasets Information 
Datasets # Patterns # Features # Classes 

Car 1728 6 4 

Chart 600 60 6 

Glass 214 9 6 

Heart 270 13 2 

Ionosphere 351 33 2 

Iris 150 4 3 

Letter 20000 16 26 

Libras 360 90 15 

Sonar 208 60 2 

Wine 178 13 3 

The simulations are conducted with the aim of comparing the 
performance of our approach with the original ELM and the V­
ELM. The WV-ELM are respectively performed on ten VCI 
datasets with Sigmoid and RBF functions. Table 1 exhibits the 
basic information of VCI datasets, and the experiments imple­
ment 10 fold cross-validation(CV) as a trail and repeat it 10 
times. For all the comparison methods, the number of hidden 
nodes is fixed on 20, and for both V-ELM and WV-ELM, T = 7 
base classifiers (ELM) are utilized. 

Tables 2 and 3 give the mean and standard deviation of test-

Table 2. Comparisons of the average testing ac-
curacy and standard deviation with RBF func-
tion 

Datasets ELM V-ELM WV-ELM 

Car 80.85 ± 0.86 81.69 ± 0.57 82.52 ± 0.41 

Chart 69.93 ± 2.10 86.98 ± 1.30 90.80 ± 1.23 

Glass 65.19 ± 2.03 67.66 ± 1.55 67.85 ± 1.37 

Heart 78.93 ± 1.08 82.19 ± 1.41 82.63 ± 0.93 

Ionosphere 83.79 ± 2.39 88.52 ± 1.17 89.83 ± 1.07 

Iris 96.80 ± 0.98 97.80 ± 0.45 97.00 ± 0.72 

Letter 50.11 ± 0.42 57.64 ± 0.33 61.38 ± 0.19 

Libras 47.50 ± 3.83 61.56 ± 2.02 66.00 ± 1.42 

Sonar 68.89 ± 3.48 76.88 ± 3.15 76.20 ± 1.29 

Wine 95.79 ± 0.96 98.26 ± 0.72 98.03 ± 0.81 

Table 3. Comparisons of the average testing 
accuracy and standard deviation with Sigmoid 
function 

Datasets ELM V-ELM WV-ELM 

Car 81.45 ± 0.94 82.05 ± 0.39 82.47 ± 0.42 

Chart 78.00 ± 1.11 88.52 ± 1.93 91.02 ± 1.26 

Glass 64.30 ± 1.79 65.70 ± 1.06 67.66 ± 0.96 

Heart 83.04 ± 0.85 83.96 ± 0.61 83.81 ± 0.55 

Ionosphere 85.81 ± 0.88 87.78 ± 1.10 88.80 ± 1.14 

Iris 96.47 ± 0.55 97.13 ± 0.71 97.07 ± 0.64 

Letter 55.52 ± 0.33 57.63 ± 0.22 59.07 ± 0.22 

Libras 57.78 ± 2.68 63.83 ± 1.70 67.86 ± 2.45 

Sonar 73.56 ± 3.22 77.60 ± 2.51 78.70 ± 1.95 

Wine 97.81 ± 1.07 98.82 ± 0.56 99.04 ± 0.53 

ing accuracies among the three algorithms with RBF and Sig­
moid functions respectively. From table 2, it can be seen that 
the WV-ELM method has the best classification performance 
on 7 datasets out of 10, while the V-ELM approach shows bet­
ter testing behavior than the original ELM and performs best on 
3 data sets. We can also see that the smallest standard deviation 
is obtained by the WV-ELM on most of data sets. Similarly, 
from table 3, it is observed that WV-ELM can provide better 
generalization results than the other two methods on 8 data sets. 
but the standard deviation is similar. 

Fig. 1 shows the average testing accuracies among the 
three algorithms with different number of input hidden nodes 
(L = 10,20,30,40,50). It can be seen that with the increase 
of input hidden nodes, the corresponding testing accuracies are 
improved, and the WV-ELM approach can always outperform 
the others. Fig. 2 depicts that the ensemble size affects the 
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Figure 1. Average testing accuracy with different 
number of input hidden nodes 

classification behavior. However, this effect decreases with the 
ensemble size becomes large. 

5. Conclusion 

This paper deals with weighted voting methods based ELM, 
which implements the simple MSE method to optimize the 
weight coefficients of linearly combined classifiers. From the 
experiments, we can see that our weighted voting approaches 
show better performance than the original ELM and the V-ELM 
with regards to the mean and standard deviation. 
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