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a b s t r a c t

With the rapid development of Web 2.0 communities, there has been a tremendous increase in user-
generated content. Confronting such a vast volume of resources in collaborative tagging systems, users
require a novel method for fast exploring and indexing so as to find their desired data. To this end,
contextual information is indispensable and critical in understanding user preferences and intentions. In
sociolinguistics, context can be classified as verbal context and social context. Compared with verbal
context, social context requires not only domain knowledge to build pre-defined contextual attributes
but also additional user data. However, to the best of our knowledge, no research has addressed the issue
of irrelevant contextual factors for the verbal context model. To bridge this gap, the dominating set
obtained from verbal context is proposed in this paper. We present (i) the verbal context graph to model
contents and interrelationships of verbal context in folksonomy and thus capture the user intention; (ii) a
method of discovering dominating set that provides a good balance of essentiality and integrality to de-
emphasize irrelevant contextual factors and to keep the major characteristics of the verbal context graph;
and (iii) a revised ranking method for measuring the relevance of a resource to an issued query, a
discovered context and an extracted user profile. The experimental results obtained for a public dataset
illustrate that the proposed method is more effective than existing baseline approaches.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

With the rapid development of Web 2.0 communities, a tre-
mendous increase in user-generated content has been witnessed in
recent years. A typical example in Web 2.0 is collaborative tagging
systems (known as folksonomy), which allows users not only to
upload and share their generated contents such as photographs,
videos or blogs, but also to express their subjective feelings on
interesting content with semantic-rich tags. Confronting such a vast
volume of resources in collaborative tagging systems, users require
a novel method for fast exploring and indexing so as to find their
desired data. To this end, contextual information is indispensable
and critical in understanding user preferences and intentions.

In sociolinguistics, context can be classified as social contexts
and verbal contexts. A social context refers to the social identity
being construed and displayed in text and talk by language users
[11]. Social contexts are often defined by objective social variables,
such as those of class, gender or race. Therefore, in IR (information

retrieval) research communities, social contexts are modeled as
pre-defined attributes accordingly, and each contextual attribute
has a certain value. As illustrated in Table 1, an example of a social
context model contains three contextual attributes (mood, weather
and time) and their respective values (e.g., mood has values such
as ‘sad’ or ‘happy’). The notion of verbal context, which is generally
regarded as the text or talk surrounding an expression [13], is
usually interpreted as the collection (or structure) of previous
queries and/or actions (e.g., click-through data) in a search task by
the user [9,30].

The problem of importing irrelevant contextual factors [34],
which reduces the effectiveness and efficiency, is a great challenge
for both social and verbal contextual approaches. To deal with this
problem, the feature selection [14] has been adopted to filter
trivial attributes in social context models [28,34]. Compared with
verbal context, social context requires not only domain knowledge
to build pre-defined contextual attributes but also additional user
data. However, existing approaches for feature selection cannot be
employed in verbal context models, because the contextual vari-
ables are independent of each other in a social context while
contextual factors in a verbal context are highly intercorrelated.
Moreover, to the best of our knowledge, no research has addressed
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the issue of irrelevant contextual factors for the verbal context
model. To bridge this gap, this paper proposes finding important
factors (referred to as the dominating set) from the verbal context.
We consider that dominating set should reflect characteristics of
the original context more precisely and assume that a dominating
set is a good candidate (possibly even better than the verbal
context) with which to represent the verbal context. The following
are the main contributions made in this paper:

� We present the verbal contextual graph to model verbal context
in the collaborative tagging systems (folksonomy) and thus
capture the user intention and facilitate a personalized search.

� In contrast with importance-based approaches (e.g., PageRank
[5], HITS [17]), a method of discovering a dominating set, which
has a good balance of essentiality and integrality, is proposed
for the verbal context graph to prune the irrelevant contextual
factors while keeping the major characteristics.

� We propose a revised ranking method for measuring the
relevance of a resource to an issued query, a discovered context
and an extracted user profile.

� We conduct experiments on a public dataset, and validate the
effectiveness and efficiency of our proposed approach by
comparing it with baselines.

The remaining sections of this paper are organized as follows.
Context modeling approaches in IR and personalized searches in
folksonomy are reviewed in Section 2. In Section 3, the contextual
graph for verbal context in folksonomy and the dominating set are
formulated. Experiments are conducted and reported in Section 4.
Section 5 summarizes our work and discusses future research plans.

2. Related work

2.1. Context modeling

The main strategies used to incorporate the context the
recommendation and IR systems can be categorized as pre-filter-
ing, post-filtering and contextual modeling [2]. The three different
strategies were experimentally investigated by Panniello et al.
[23]. From the perspective of context, context modeling can be
categorized into the aforementioned verbal and social contexts,
which are the focus of this review and explained as follows.

Social context model: Social contextual approaches model the
context as predefined attributes, with each contextual attribute
having certain values. Adomavicius et al. proposed multiple
dimensions that represent the context, with each dimension being
a subset of a Cartesian product of the predefined attributes [1].
Moreover, social context has been widely adopted in domain-
specific applications. Kosir et al. built a context movie database
(LDOS-CoMoDa) and defined the context as a set of contextual
variables (time, location, mood) related to the movies and audi-
ences [18]. Wang et al. [29] presented context by five different
daily activities to facilitate a context-aware mobile music recom-
mendation. In a restaurant recommender system, Vargas et al.
defined 46 contextual variables, and adopted a feature selection
method to obtain relevant variables [28].

Verbal context model: Verbal contextual approaches focus on
contextual elements such as past queries or click-through data of
the user in the same task. White et al. represented context by the
ODP (Open Directory Project) categories of web pages previously
visited URLs by the user within a task session to facilitate the
prediction of user interest [30]. Additionally, past click-through
data were collected as context and incorporated into a conditional
random field model to address the problem of query classification
[9]. By mining latent concept patterns in a search log, Liao et al.
presented a context-aware query suggestion model [19]. More-
over, Cantador et al. depicted context using ontological terms and
their semantic relationships for historic data [8].

2.2. Personalized search in folksonomy

Folksonomy-based systems (e.g., Flickr1 and Delicious2) have
gained great popularity in the Web 2.0 era. Confronting the
increasingly large volume of user-generated data, users require
effective and efficient personalized approaches to find interesting
resources in such applications according to their preferences. In
folksonomy, the personalized search has been mainly supported
and facilitated by the tag-based user profile [22]. More recently,
there have been works on the paradigms of the construction of
user and resource profiles. Xu et al. adopted Term Frequency/
Inverse Document Frequency (TF-IDF) from IR to build tag-based
profiles [33], while Best Matching 25 (BM 25) and the Normalized
Tag Frequency (NTF) were proposed by Vallet et al. [27] and Cai
et al. [7] respectively. In addition, nested context modeling was
presented to generate a context-aware personalized search result
in our previous work [32]. In any event, domain-specific applica-
tions, specifically multimedia objects [21], social bookmarks [10]
and web pages [3], have greatly beneficial from the use of
social tags.

3. Formulation

In this section, we formulate the research problem and discuss
the proposed model. Generally, the problem of a context-aware
personalized search in folksonomy can be formally defined as a
mapping function θ:

θ : R� U � Q � C-SA ½0;1�; ð1Þ
where R, U, Q and C are the sets of resources, users, queries and
contexts respectively, and S is a set of relevant ranking scores of
the resource set in the range ½0;1�. Different from the existing
formulation of a personalized search problem in folksonomy
[7,27,33], we incorporate the context set C into the mapping
function θ so as to make the search result context-aware.

In the following subsections, we firstly introduce how to
extract user and resource profiles (i.e., representations of the users
and resources) in the folksonomy. We then formulate the context
model in detail. Next, the algorithm used to find the dominating
set is proposed. Finally, we revisit the mapping function θ, and
show how the ranking score of the context-aware personalized
search is obtained.

3.1. User and resource profiles extraction

Tag-based user and resource profiles have been adopted to
facilitate personalization in the folksonomy. The core idea is that
user-annotated tags, which reflect both subjective user prefer-
ences and objective resource contents, are a valuable and useful

Table 1
Example of a social context model.

Contextual attribute Contextual values

Mood Sad, happy, scared, angry, neutral, etc.
Weather Sunny, rainy, snowy, cloudy, stormy, etc.
Time Morning, afternoon, evening, night, etc.

1 http://www.flickr.com
2 http://www.delicious.com/
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information source for depiction of users and resources. Therefore,
it is natural to extract tag-based profiles in representing users and
resources from the folksonomy, which is formally defined as
follows.

Definition 1. A folksonomy, denoted by F, is a tuple of four
elements:

F ¼ ðU;R; T ; PÞ;
where U, R and T are the sets of users, resources and tags
respectively, and P is a set of relations between the three sets
and satisfies PDU � R� T .

There are various paradigms (e.g., TF-IUF/IRF, BM 25 and NTF)
that extract user and resource profiles from the above-defined
folksonomy F. In this research, we employ NTF to construct tag-
based user and resource profiles as it was proven to be more
rationale and effective than other paradigms in our previous work
[7]. Specifically speaking, a user profile, which is a vector of the tag-
value pair, can be extracted from the folksonomy as defined below.

Definition 2. Let fti1;…; ting and fτi1;…; τing be tags used and their
degrees of relevance (or preference) by user ui respectively. The
user profile is represented by a vector ui

!:

ui
!¼ ðti1 : τi1; t

i
2 : τi2;…; tin : τinÞ:

The degree of relevance τni is obtained via the NTF paradigm as

τin ¼
Ki
n

Ki
; ð2Þ

where Kn
i is the frequency that user ui uses tn

i to annotate
resources, and Ki is the total number of resources tagged by that
user. A larger value of τni indicates that the tag tn

i is more relevant
to (preferred by) user ui.

Similarly, the resource profile can be defined as a tag-value pair
vector and derived from the folksonomy via the NTF paradigm
which is represented as follows.

Definition 3. Let ftx1;…; txmg and fυx1;…;υxmg be tags and their
degrees of relevance to (or representation of) resource rx, respec-
tively. The resource profile is denoted by the vector rx

!:

rx
!¼ ðtx1 : υx1; t

x
2 : υx2;…; txm : υxmÞ:

Accordingly, the degree of relevance υmx is acquired via the NTF
paradigm as

υxm ¼ Lxm
Lx
; ð3Þ

where Lm
x is the number of users choosing tag tm

x to annotate
resource rx, and Lx is the total number of users tagging that
resource. A larger υmx value indicates that tag tm

x is more relevant
to (representative of) resource rx. Since other paradigms such as
those of TF, TF-IUF/IRF and BM 25 for constructing user and
resource profiles can be included in this framework, we will study
their effects on the personalized search performance in the
experiment described later.

Note that tag-based user and resource profiles (as defined in
Definitions 2 and 3) from folksonmy (Definition 1) can be
extracted off-line [33] to avoid costly re-computation when a
new relation is added (i.e., when a user annotates a resource). In
the next subsection, we further discuss how the query (Q) and
context (C) are obtained (as expressed in Eq. (1)), since the user (U)
and resource (R) have been extracted from the folksonomy.

3.2. Verbal contextual graph construction

The notion of (verbal) context is generally regarded as the
surrounding text or talk surrounding an expression in linguistic
study [13]. In the scenario of a personalized search, the expression
normally refers to a query issued by the user. Formally, we denote
a query as a term-value pair vector as follows.

Definition 4. Let fti1;…; tilg and fςi1;…; ςilg be query terms (or tags)
and their degrees of importance to the query result specified by
user ui. The query is in the form of a vector qi

!:

qi
!¼ ðti1 : ςi1; t

i
2 : ςi2;…; til : ς

i
lÞ:

The degree of importance ςli takes a value of 1 by default, except
when the issuer specifies the value to highlight (or attenuate)
terms/tags in the query.

The query context, which is the text or talk surrounding an
expression (query), can be interpreted as “the queries previously
issued by the user in a search task” in a personalized search. For
example, in a system that searches for cooking recipes, a user
issues a query “beef” and the corresponding verbal context could
be terms like “spicy, braised” from previous queries within the
same conversation; another example from the Movielens3 dataset
is that the verbal context for “kung fu” is a set of tags such as
“bloody action movies”.

Intuitively, it is straightforward to define context as “a bag of
words” to collect all terms from previous queries in a search task.
However, the main reason why the feature selection method
cannot be applied to verbal context directly is that the elements
of the surrounding text are highly correlated with each other. To
tackle this problem, we present a verbal contextual graph to model
not only the contextual elements but also their relationships of
surrounding text (verbal context). To be specific, a verbal con-
textual graph is formally denoted below by a tuple of two
elements.

Definition 5. A verbal contextual graph for a query qi, denoted by
Gi, is an undirected graph:

Gi ¼ fVi; Eig

Vi ¼ ta j taA ⋃
i�1

k ¼ 1
qk

( )

EiDVi � Vi;

where Ei is the edge set and Vi is the vertex set, which is consisted
by terms/tags in the collections of queries issued before qi by the
user within a task session. The boundary of a task session can be
demarcated using the 30-minute threshold strategy that is widely
used in Web log analysis [31].

Note that the query terms (tags) are not included in this
definition of a verbal contextual graph. We refer to this contextual
graph as a query-excluded contextual graph to distinguish it from a
query-included contextual graph, which integrates all query terms
of current query qi in the vertex set Vi (i.e., Vi ¼ fta j taA⋃i

k ¼ 1qkg).
In the experiment described later, we compare the effects of these
two types of contextual graph on all context-aware approaches.

As term (tag) vertices in a contextual graph may have different
frequency, we assume that these tags, which have higher frequen-
cies, have higher possibilities of reflecting the user's intentions.
According to this assumption, we adopt the normalized tag

3 http://www.grouplens.org/node/73
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frequency as the weight of a vertex in the context graph:

uðtaÞ ¼
f ðtaÞP
8 if ðtiÞ

; ð4Þ

where f ðtaÞ is the frequency of ta for all queries within the same
session, and

P
8 if ðtiÞ is the total number of frequency for all terms.

The intercorrelation between elements (terms) in a verbal con-
textual graph is modeled as the weights of edges. In this research,
we adopt WordNet4 and Lin's similarity [20] to capture the
semantic relationship between the terms. The main reason for
selecting WordNet is that the latent semantic relationships (e.g.,
the “is-a” relationship) are measured. Specifically, the weight of an
edge in Ei is calculated as

wðeabÞ ¼ Simðta; tbÞ ¼
2� log ðpðlsoð ~ta ; ~tb ÞÞ
log ðpð ~ta ÞÞþ log ðpð ~tb ÞÞ

; ð5Þ

where eab is the edge between vertices ta and tb, eabAEi and
ta; tbAVi, ~ta and ~tb are the synsets for terms ta and tb respectively,
lsoð ~ta ; ~tb Þ is the lowest super-ordinate to the information content
of ~ta and ~tb , and pð ~ta Þ is the probability of matching an instance of
the synset ~ta in the corpus. A larger value of wðeabÞA ½0;1� indicates
greater correlation of the vertex pairs in terms of their semantics.

To tackle the problem of importing irrelevant contextual factors
in verbal context, we can prune the irrelevant parts (or highlight
the core parts) of the verbal contextual graph constructed above. A
straightforward approach is to discover the core vertices in a
verbal contextual graph using the PageRank algorithm [5] or HITS
algorithm [17]. However, we argue that the core vertices in the
verbal contextual graph should have the following two properties.

� Essentiality: The core vertices should be more essential than the
pruned vertices to reflect the nature (or main contents) of the
verbal contextual graph.

� Integrality: The core vertices should contain the semantics of
the pruned vertices and keep the complete semantics of the
verbal contextual graph.

If we adopt PageRank or HITS, the property of essentiality will
be ensured after the pruning step. However, these algorithms may
not provide core vertices that have the property of integrality as
they only consider the degree of importance of the vertices from
link analysis. To retain a good balance of essentiality and inte-
grality, we borrow the idea of the dominating set in graph theory
to find core vertices. The method comprises two sub-processes:
(i) we convert a weighted verbal contextual graph to an
unweighted graph by highlighting the important edges and
deemphasizing the trivial edges; (ii) we obtain a dominating set
from the converted (unweighted) verbal contextual graph, which
takes into account both essentiality and integrality. We detail
these two sub-processes in the following two subsections.

3.3. Iterative edge weight adjustment

In the verbal contextual graph, there are often edges with small
weight between two nodes (terms) that may be irrelevant; e.g., the
edge between vertices t2 and t3 has a small weight of 0.2 in Fig. 1. A
pair of terms often has a low weight for Lin's similarity and other
measurements [6]. To find the core vertices, it is necessary to
highlight the important edges and deemphasize (or filter out)
trivial edges in a verbal contextual graph. We assume that the
important edge in a verbal contextual graph is important to both its
ends. In other words, the important edge should have a weight
higher than the weights of other edges that are connected to the

two ends (vertices) of the important edge. According to this
assumption, we adjust the edge weight of a vertex iteratively
according to the initial weight ratios:

wkþ1ðeabÞ ¼
wkðeabÞþ

w0ðeabÞP
8 xw0ðeaxÞ

� uðtaÞþ
w0ðeabÞP
8 yw0ðeybÞ

� uðtbÞP
8 eAEi

w0ðeÞþ
P

8 tAVi
uðtÞ ; ð6Þ

where wkðeabÞ is the weight of edge eab in the k-th iteration,P
8 xw0ðeaxÞ is the sum of initial weights for all edges connected to

vertex ta, uðtaÞ is the weight value of tag vertex ta,
P

8 eAEi
w0ðeÞ is

the sum of initial weights of all edges and
P

8 tAVi
uðtÞ is the sum of

weights of all vertices.
Taking the edge e23 in Fig. 1 as an example, w2ðe23Þ is calculated

as

w1ðe23Þ

¼
w0ðe23Þþ

w0ðe23ÞP
8 xw0ðe2xÞ

� uðt2Þþ
w0ðe23ÞP
82w0ðey3Þ

� uðt3ÞP
8 eAEi

w0ðeÞþ
P

8 tAVi
uðtÞ

¼
0:2þ 0:2� uðt2Þ

w0ðe21Þþw0ðe23Þþw0ðe24Þ
þ 0:2� uðt3Þ
w0ðe13Þþw0ðe23Þþw0ðe43ÞP

8 eAEi
w0ðeÞþðuðt1Þþuðt2Þþuðt3Þþuðt4ÞÞ

¼
0:2þ 0:2� 0:3

0:8þ0:2þ0:6
þ 0:2� 0:2
0:4þ0:2þ0:9

0:8þ0:5þ0:4þ0:2þ0:6þ0:9þ1
� 0:06; ð7Þ

where
P

8 xw0ðe2xÞ is equivalent to w0ðe21Þþw0ðe23Þþw0ðe24Þ as
edges e21, e23 and e24 are connected to vertex t2, and

P
8 yw0ðey3Þ is

similarly equivalent to w0ðe13Þþw0ðe23Þþw0ðe43Þ. Note that the
update sequence of the weight does not affect the final output of
the weight, as the above update method only relies on initial
weights.

A crucial issue is whether the proposed weight adjusting
method is convergent or not in a finite number of iterations. The
proof of convergence is given below.

Lemma 1. 8eabAEi, wkðeabÞ converges.
Proof. Proving the convergence of wkðeabÞ is equivalent to proving
the two following properties of wkðeabÞ.

1. wkðeabÞ either increases or decreases monotonically and
2. wkðeabÞ has an upper or lower bound respectively.

wkþ1ðeabÞ�wkðeabÞ

¼
wkðeabÞþ

w0ðeabÞP
8 xw0ðeaxÞ

� uðtaÞþ w0ðeabÞP
8yw0ðeybÞ

� uðtbÞP
8 eAEi

w0ðeÞþ
P

8 tAVi
uðtÞ �wkðeabÞ:

ð8Þ
Since u(t) is the normalized weight, its summation is a value of 1;
i.e.,

P
8 tAVi

uðtÞ ¼ 1.
P

8 eAEi
w0ðeÞ and w0ðeabÞP

8 x
w0ðeaxÞ

� uðtaÞþ w0ðeabÞP
8 y

w0ðeybÞ
�

uðtbÞ are two constants that do not change among iterations. For
the sake of simple notation, we respectively denote the sum ofP

8 eAEi
w0ðeÞ and w0ðeabÞP

8 x
w0ðeaxÞ

� uðtaÞþ w0ðeabÞP
8 y

w0ðeybÞ
� uðtbÞ as S0 and Uab.

The above equation then becomes

wkþ1ðeabÞ�wkðeabÞ
¼wkðeabÞþUab

1þS0
�wkðeabÞ

¼wkðeabÞþUab�wkðeabÞ�S0 �wkðeabÞ
1þS0

¼
Uab

S0
�wkðeabÞ

1þ 1
S0

: ð9Þ
4 http://wordnet.princeton.edu
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For specific edge eab, the comparison between Uab
S0

and wkðeabÞ is

only related to the comparison between Uab
S0

and w0ðeabÞ. When the

edge obtains more (less) from the weight than the average gain of
the other edges, its weight monotonically increases (decreases)

until Uab
S0

¼wkðeabÞ. From Eq. (9), three scenarios can be
summarized:

1. if Uab
S0

�w0ðeabÞ40, wkðeabÞ is a monotonically increasing
sequence until Uab

S0
�wkðeabÞ ¼ 0,

2. if Uab
S0

�w0ðeabÞo0, wkðeabÞ is a monotonically decreasing
sequence until Uab

S0
�wkðeabÞ ¼ 0,

3. if Uab
S0
�w0ðeabÞ ¼ 0, wkðeabÞ is a constant sequence in

equilibrium.

Additionally, since

wkþ1ðeabÞ ¼
wkðeabÞþUab

1þS0
; ð10Þ

where wkðeabÞþUab
1þS0

obviously has the upper bound 1þUab
1þS0

in the

monotonically increasing case and lower bound Uab
1þ S0

in the

monotonically decreasing case, 8eabAEi, wkðeabÞ converges.□
The weights of edges converge to specific values when using

the above weight adjusting method. We remove those edges with
weights less than the first quartile (Q1) when the weights are
stable (jwkþ1ðeabÞ�wkðeabÞjo0:00001, which can be ensured
with 100 iterations). We keep the remaining edges and consider
them important edges. As discussed above, we transform the
weighted graph to an unweighted graph so that we can retain
integrity. However, there is a special case (1¼ AkþwkðeabÞ) that the
weight of an edge remains constant; e.g., if all edge and vertex
weights in Fig. 1 are constants. In practice, it is almost impossible
that all edge weights are equal as measured by Lin's similarity (as
defined in (5)). It also rarely happens that all edge vertices are
equal. To handle this extreme case, we can treat all edge weights
as 1, since they are equally important. The verbal contextual graph
is thus converted into an unweighted verbal contextual graph. The
edges with zero weights are eliminated from the edge set. We
denote the unweighted verbal contextual graph as G0

i ¼ fV 0
i; E

0
ig to

differentiate it from the original graph. Note that the iterative
update can be achieved with a closed-form update, as Eq. (6) is in
the form of wkðeabÞþUab

1þ S0
ðwhere p¼Uab; q¼ 1þS0Þ, which can be

transformed to w0ðeabÞþpð1þqþ⋯þqk� 1Þ
qk . The closed-form update can

be more efficient in practice, while the iterative update illustrates
the idea more clearly from the contextual graph perspective.

3.4. Graph dominating set discovery

In graph theory, the dominating set for a graph is a subset of the
vertex set such that each vertex not in the dominating set is
adjacent to at least one member of the set [15]. In Fig. 2, the blue
vertices are dominating sets for the same graph in cases (a),
(b) and (c). Different from methods that only focus on importance

(e.g., PageRank and HITS), the dominating set provides a good
balance essentiality and integrality because the dominating prop-
erty (that each vertex not in the dominating set is adjacent to at
least one of its members) ensures that the dominating vertices are
not only more important than the remaining vertices (property of
essentiality) but also represent the main characteristics of the
graph (property of integrality).

Moreover, clustering algorithms (e.g., k-means and expecta-
tion–maximization algorithms) are unsuitable for obtaining the
core set of vertices because (i) cluster-based methods identify
several clusters whereas our goal is to find out a single core set
and (ii) clustering processes need to tune variables, while the use
of the dominating set is a non-parametric method that has a low
computation load. The dominating set for the unweighted verbal
contextual graph is formally defined below.

Definition 6. A dominating set for the unweighted verbal contextual
graph G0

i, denoted by Di, has two properties:

1. DiDV 0
i;

2. 8 taAV 0
i�Di; (txADi and exaAE0i.

The first property states that Di is a subset of vertex set V 0
i, while

the second property states that each vertex not in Di is adjacent to
at least one member of Di.

Lemma 2. 8G0
i satisfies E

0
ia∅, (Di; s:t:jDi jo jV 0

i j .

Proof. Since V 0
ia∅, let eab denote an edge in E0i; i.e., eabAE0i. It is

obvious that the dominating set Di always exists as

Di ¼ V 0
i�ftag ðor V 0

i�ftbgÞ; ð11Þ

because Di satisfies the two properties in Definition 6:

1. Di ¼ V 0
i�ftagDV 0

i
2. 8 taAV 0

i�Di, which is equivalent to V 0
i�ðV 0

i�ftagÞ ¼ ftag,
(tbAV 0

i�ftag and eabAE0i.

Additionally, since jDi j ¼ jV 0
i�ftagj ¼ jV 0

i j �1, jDi jo jV 0
i j . Thus,

8G0
i satisfies E0ia∅ , (Di; s:t: jDi jo jV 0

i j .□

Fig. 1. Example of a verbal contextual graph.

Fig. 2. Examples of the dominating set. (For interpretation of the references to
color in this figure, the reader is referred to the web version of this paper.)
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According to Lemma 2, we can always find a dominating set
smaller than vertex set in the unweighted verbal contextual graph.
It is an intuitive step to discover the dominating set with minimal
size (i.e., the minimum dominating set) that represents the
unweighted verbal contextual graph (e.g., minimum dominating
sets have size of 2 in cases (a) and (b) in Fig. 2). However, it has
been proven that finding a minimum dominating set for a graph
with n vertices is an NP-complete decision problem [12], and the
state-of-the-art can discover a minimum dominating set with
running time Onð20:417nÞ under polynomial space [4]. Since this
step must be achieved on-line, the efficiency is an essential factor
to be taken into consideration. Therefore, we adapt the existing
method [26] to this problem, and propose the following Dominat-
ing Set Discovery Algorithm.

Algorithm 1.

As shown in Algorithm 1, the purpose of the Dominating Set
Discovery Algorithm is to find a dominating set with acceptable
time complexity rather than to find a minimum dominating set.
The complexity of this algorithm is Oðλ � nÞ, where λ is the maximal
degree of the graph. Therefore, the maximal degree of the graph
should be significantly less than the number of vertices (λ5n) in
most cases. By obtaining the dominating set from the unweighted
verbal contextual graph, we define the dominating context to
represent the pruned context based on the dominating set as
follows.

Definition 7. Let fti1;…; tikg ¼Di and fεi1;…; εikg be terms in a
dominating set and their contextual relevance to query qi respec-
tively. The dominating context is represented by the vector ci

! as

ci
!¼ ðti1 : εi1; t

i
2 : εi2;…; tik : ε

i
kÞ:

The degree of relevance εai is obtained by the normalized
frequency of the term appearing in the previous queries within a
task session:

εia ¼
f ðtiaÞP
8 jf ðtijÞ

; ð12Þ

where f ðtiaÞ is the frequency of term ta appearing in the previous
queries and

P
8 jf ðtijÞ is the sum of frequencies for all terms in the

dominating set. A higher value of εai indicates that ta
i is more

important in the current context.

3.5. Resource ranking score models

3.5.1. Cosine ranking model
The elements in R, U, Q and C in Eq. (1) are defined by the

resource profile rx
!, user profile ui

!, query qi
! and dominating

context ci
! respectively. Intuitively, we can employ the cosine

similarity measurement for resource ranking (as in other
folksonomy-based applications [33,27]); i.e.,

θðrx!; ui
!

; qi
!

; ci
!Þ¼ rx

!� ui
!

J rx
!J j ui

!J
� rx

!� qi!

J rx
!J j qi!J

� rx
!� ci!

J rx
!J j ci!J

: ð13Þ

A higher value of θ indicates that the resource is more suitable in
terms of the query, user preference and context. The personalized
resource ranking is based on this θ function. Note that the
paradigm of the cosine ranking method is to measure the
relevance between each resource and context (query or user
profile) separately, and then aggregate the relevance scores into
a single score as shown in Fig. 3(a).

However, the cosine ranking model suffers the problem of the
uniform treatment of tags in the user profile [32]. Specifically, the
cosine ranking paradigm neglects the relationships between
queries (contexts) and user profiles. For example, a user profile
contains two tags “icecream” and “spicy”, and only the tag “spicy”
in the user profile may be relevant when the user issues the query
“braised beef”. To prevent this from being problematic, we propose
the following revised ranking model.

3.5.2. Revised ranking model
As illustrated by the dashed arrows in Fig. 3(b), we further

incorporate the relationships between queries (contexts) and user
profiles in the revised ranking model to tackle the aforementioned
problem of the uniform treatment of tags in the user profile.
According to our observation, a tag is relevant to the current query
(context) if it co-occurs with any terms in the current query
(context) that annotate the same resource. For example, if a user
profile contains two tags “ice-cream” and “spicy”, the tag “spicy” is
the term relevant to the current query “braised beef” as it should
co-occur with query terms “braised” or “beef” that annotate a
resource like “fried steak”, while the tag “icecream” is irrelevant as
it is normally not used to describe the same resources as “braised”
or “beef”. Therefore, the following piecewise function is proposed
to distinguish relevant tags in the user profile under the current
query context:

τnin ¼ τin (a; (x s:t: ftin; tagD rx
! ðtinA ui

!
; taA qi

! [ ci
!Þ;

0 otherwise;

(
ð14Þ

where tn
i and τni are the tag and the corresponding relevance

degree in the user profile (as defined Definition 2), and ta is a tag in
query (qi

!) or context ( ci
!).

Since all relevance degrees in user profile ui
! change from τni to

τnin , we debite the updated user profile as u0
i

!
, and then adopt the

cosine similarity measurement, which is the same as the cosine
ranking model:

θ0ðrx!; u0
i

!
; qi
!

; ci
!Þ¼ rx

!� u0
i

!

J rx
!J j u0

i

!
J
� rx

!� qi!

J rx
!J j qi!J

� rx
!� ci!

J rx
!J j ci!J

: ð15Þ

Note that the only difference between θ0 and θ is the updated (or
contextualized) user profile u0

i

!
whose relevance degrees are

updated using (14).
A more flexible approach θn allocates weights to each compo-

nent in θ0 (or θ). In this case, the weighted sum is the rankingFig. 3. Comparison of (a) cosine and (b) revised ranking models.
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score:

θnðrx!; ui
!

; qi
!

; ci
!Þ¼ α � rx

!� ui
!

J rx
!J j ui

!J
þβ � rx

!� qi!

J rx
!J j qi!J

þγ � rx
!� ci!

J rx
!J j ci!J

; ð16Þ

where α, β and γ are parameters that control the effects of the
three components and satisfy α;β; γA ½0;1� and αþβþγ ¼ 1. We
will investigate the effects of these parameters in the following
experiment.

4. Experiment and findings

To verify the effectiveness of our proposed method, we conduct
experiments using the Movielens dataset. We compare our method
with baselines in terms of personalized search performance.

4.1. Experiment setup

4.1.1. Dataset
Movielens has 10,681 resources (movies), 10,000,054 tags and

71,567 users. The tags depict various aspects from the movie
intrinsic content to user extrinsic perception. Employing the criteria
of the inactive user described in [24], we select users who have
tagged no less than 15 resources and exclude inactive users.

The format of the dataset is a quadruplet, which includes the
user, tags (query), resource and time stamp. The dataset is
randomly split into a training set (80%) and test set (20%) for each
user. For each test tuple, the resource selected by the user is
considered as the ground truth. We examine the accuracy and
effectiveness of the proposed approach and baselines in predicting
the target resource by giving the query terms (tags) for each user
in the test set.

4.1.2. Metric
Three widely used metrics are employed in our experiments,

namely P@N (Precision @N) [30],MRR (Mean Reciprocal Rank) and
RRI (Related Ranking Improvement) [25]. The metric P@N, mea-
suring the accuracy of the personalized search strategy, is defined
as

P@N¼
Xn
i ¼ 1

pðqiÞ
n

; ð17Þ

pðqiÞ ¼
1 if rankðrqi ÞrN;

0 if rankðrqi Þ4N;

(
ð18Þ

where rankðRq
i Þ is the rank of the target resource for query qi and n

is the number of queries in the test. The metric MRR, which
denotes the mean rank of target resources, quantifies how quickly
a personalized strategy can assist users in finding relevant
resources. The metric RRI is derived from MRR and represents
the improvement in performance of the personalized search
method over the baseline method. These two metrics are defined
as

MRR¼ 1
n
�
Xn
i ¼ 1

1
rankðrqi Þ

; ð19Þ

RRI¼ 1
n
�
Xn
i ¼ 1

rankbðrqi Þ
rankaðrqi Þ

�1

 !
¼MRRa�MRRb

MRRb
; ð20Þ

where rankaðrqi Þ and rankbðrqi Þ are the ranks of the target resource
obtained by two methods a and b, respectively.

4.1.3. Baseline
There are four baselines to be compared with our proposed

method, and some are adapted from state-of-art methods. For
simplicity of notation, we refer to our proposed method as
“DomContext”. The abbreviations and details of the baselines are
introduced below.

Basic: The basic method was proposed in [33] and depends
only on the matching between the query (Q) and resource profile
(R). In the experiment, we adopt the same parameter settings and
ranking functions in [33], and the only difference is that we adopt
the NTF (as discussed in [7]) as a more effective paradigm to
replace the original TF-IUF/IRF in the construction of the user and
resource profiles. The comparison of different approaches is
unaffected by the use of different paradigms. Note that neither
the user profile (U) or context (C) (1) is included in this baseline.

Uncontext: The second method does not include any context in
the resource ranking. In other words, this baseline mainly relies on
the query (Q), user (U) and resource profiles (R). Context (C) is
excluded from Eq. (1) for this baseline, and the method is
essentially the same as that in [27]. We again replace the original
paradigm with the NTF and keep all other settings.

Context: The third method adopts the original context set
rather than using the dominating set, and the degree of impor-
tance of terms in the context is normalized by the sum frequency
of terms in the previous queries within a session. Note that the
Context method is similar to the method in [32]. This baseline also
uses the NTF, and no modifications are needed.

MinContext: The baseline always employs the minimum dom-
inating set as the dominating context, which can be regarded as an
extreme case for our proposed DomContext method. Note that the
running time of this baseline increases exponentially (Onð20:417nÞ)
as mentioned in Section 3.

4.2. Comparison of overall performance

For the methods described above, we adopt the NTF as the user
and resource profiling paradigms, and employ the cosine ranking
model to rank the resources. We will discuss other paradigms and
the revised ranking model later. The performances of the proposed
and baseline approaches in terms of P@N are illustrated in Fig. 4.
The following findings are taken from the results.

(1) It is beneficial to incorporate the verbal context, since the
context not only allows exploitation of the hidden intention of the
query but also the eliminates ambiguity. The supporting evidence
is that methods with context (Context, MinContext and

Fig. 4. P@N for the proposed and baseline methods.
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DomContext) perform better than methods without context
(Uncontext and Basic) in terms of P@N. To simplify the notion,
we use the symbol “4” to denote better performance:

DomContext;MinContext;Context4Uncontext;Basic

(2) It is better to obtain the dominating set from the verbal
contextual graph and use the set instead of using the whole verbal
context directly, because the later may include noisy contextual
elements in the process of finding a relevant resource, while the
former mainly highlights the essential elements and filters out
redundant and irrelevant elements, which can give results that are
more precise. The supporting evidence is that

DomContext;MinContext4Context

Both MinContext and DomContext obtain a dominating set from the
verbal contextual graph, while Context uses the whole verbal
context directly.

(3) It is adequate to find the dominating set rather than the
minimum dominating set to facilitate the personalized search.
Because MinContext is much slower than DomContext as discussed
in Section 3, while their performances are not significantly
different from each other (p40:5 in a sign test). The supporting
evidence is

DomContext �MinContext

MinContext is not an improvement of DomContext because the
performance of the minimum dominating set is negatively
affected by the problem of data sparsity.

(4) Extracting user profiles obviously improves the perfor-
mance of the personalized search. This observation is consistent
with the results of our earlier work [7]. Moreover, Uncontext
improves on Basic by incorporating the user profile during
resource ranking. The supporting evidence is

UnContext4Basic

We also performed a sign test to verify this relation and po0:01
further validates the observation.

Performances in terms of MRR and RRI are summarized in Fig. 5
and Table 2, respectively. The experimental results clearly show
that DomContext method has the largest MRR value (0.1903),
which is 21.83% to 80.38% better than the values for Basic,
Uncontext and Context. DomContext also achieves slightly (not
significantly) better performance than MinContext (by 0.32%). Note
that values in Table 2 are normally asymmetric owing to the
definition of RRI with an asymmetric property, as expressed by
Eq. (20). Moreover, we found that the performances on MRR and
RRI have trends similar to those of performances in terms of P@N.

4.3. Effects of various paradigms

As mentioned in Section 3., there are alternative paradigms
such as TF, TF-IUF/IRF and BM 25 for the extraction of user and
resource profiles. To illustrate their effects on the above context-
aware methods (Context, MinContext and DomContext), we further
compare the MRR for four different paradigms (po0:03 via the
sign test) as shown in Fig. 6. It is clear that the NTF paradigm
achieves the best performance among all paradigms whatever
context-aware method is adopted, which is consistent with the
conclusion that the NTF is the paradigm most suitable for user and
resource profiling drawn in our previous work [7]. Moreover, TF
has the worst performance since the absolute tag frequency of a
tag does not indicate that the tag will be highly relevant to the
user (or salient to the resource).

4.4. Effects of ranking models

We further compare two ranking models discussed in Section 3.5.
The MRR values (po0:01 via the sign test) for the cosine ranking and
revised ranking models used in three context-aware methods (Con-
text, MinContext and DomContext) are shown in Fig. 7. The revised
ranking model clearly performs better than the cosine ranking
model, thus verifying our observation that not all tags in user profile
are relevant to current queries (contexts). Note that there is no
significant performance difference between MinContext and Dom-
Context whatever paradigm or ranking model is adopted.

4.5. Effects of parameters

As shown by Eq. (16), the parameters for three different components
may also affect the search performance. To investigate their effect, we
employ a grid search method, which searches in a two-dimensional
space; α;βAf0;0:2;0:4;0:6;0:8;1:0g, giving a total of 21 combinations
when filtering out for which αþβ41. We do not include γ here as it is

Fig. 5. MRR for the proposed and baseline methods.

Table 2
RRI performance.

Basic Uncontext Context MinContext DomContext

Basic 0.00% �21.33% �32.46% �44.38% �44.56%
Uncontext 27.11% 0.00% �14.15% �29.31% �29.53%
Context 48.06% 16.48% 0.00% �17.65% �17.92%
MinContext 79.81% 41.46% 21.45% 0.00% �0.32%
DomContext 80.38% 41.91% 21.83% 0.32% 0.00%

Fig. 6. MRR for four paradigms used in context-aware methods.
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an independent variable (γ ¼ 1�α�βÞ. The MRR performances for
varying parameters α and β are illustrated in Fig. 8. The combination
having the best performance among all 21 combinations is α¼ 0:2 and
β¼ 0:4, with the MRR value being 0.1938, as the three components in
Eq. (16) are reasonably weighted. Note that the absence of any
component may hurt the performance seriously as there is an obvious
gap in performance between involving three components and only
involving two of them (e.g., from α¼ 0; β¼ 0:2 to α¼ 0:2;β¼ 0:2). In
other words, these three components are important in realizing optimal
performance. As the optimal combination of parameters may be

different when the proposed model is applied in a different domain,
we can adopt Eq. (15) for cross-domain applications. If we need to
optimize the performance in a domain-specific application, we can
further split 20% from the training set (80% of the dataset) as the
validation set (16% of the dataset) and perform five-fold cross validation
to tune the parameters.

4.6. Effects of context graphs

As mentioned in Definition 5, there are two types of context
graphs, namely query-included and query-excluded context
graphs. The distinction between the two types is whether query
terms (tags) of the current query are included in the construction
of the context graph. In this subsection, we compare the effects of
the different types on three context-aware methods (i.e., Context,
MinContext and DomContext). Fig. 9 shows that all context-aware
methods employing a query-included context graph outperform
methods employing a query-excluded context graph in terms of
MRR value (po0:01 via a sign test). A reasonable explanation for
this experimental result is that terms (tags) of the current query
reflect user intention more precisely. If query terms (tags) of the
current query are taken into consideration, a more precise con-
textual graph can be constructed so that the performance in terms
of MRR can be improved.

5. Conclusion

This paper addressed (i) the construction of a verbal contextual
graph to describe search contexts in folksonomy, (ii) the identifi-
cation of core contextual elements and de-emphasis of trivial
elements in verbal contexts, and (iii) the facilitation of a persona-
lized search using different ranking models in folksonomy. To this
end, we built a verbal contextual graph by connecting elements
(terms) according to their semantic similarity measurement.
Furthermore, the iterative weight adjustment method, which is
proven to be convergent in a few iterations, transforms a verbal
contextual graph to an unweighted one. According to two proper-
ties (essentiality and integrality), we argued that the dominating
set in graph theory is a good choice and proposed an algorithm
that obtains the dominating set with reasonable time complexity
Oðλ � k). To validate the effectiveness of our proposed method, we
conducted experiments on a Movielens dataset by comparing the
method with baselines in terms of personalized search perfor-
mance. The experimental result verified our observations and
demonstrated that our proposed dominating method outperforms
state-of-the-art baselines in terms of the personalized resource
search. In our future research, we plan to continue studying other
structures of user and resource profiles such as those having high-
order graphs.
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